
A Correction

Regrades open Wednesday at 8 pm, not Monday



⑥ More tips on problem solving
Every challenging mathematical problem is its own little
world. To solve the problem, you need to become
an expert on that world.

Some strategies
① set the parameters to extreme values and see
what happens.
Erg . try setting PCA)=0 or P (A) =L. Look at
the complete graph and the graph with no
edges , etc.

② Try out small examples where you can brute force
the calculations. E.g. n=2 or n=3 . Make up easy numbers

③ Make a guess about what's going on & perform
"experiments " to try to refute it.



⑧ Recap
Previously on CS 70. . .

② Independent events PCANB) = PCAJPCB)
"

knowing A doesn't tell you
anything about B

"

② Intersections of events PCANBNC)=P(A) PCBIAJPCCI AnB)

Easy if A , B, E mutually independent

③ Unions of events PCAUBUC) =P(A)& PCB]+PGD
- PCANB) - PCANC) - PCBNCJ
+ PCANB ne)

↳ inclusion- exclusion

Hinton bound : PCAUBUC) E p (A) +PCB) +PG)

↳ looks silly but useful surprisingly often

when you can't calculate exactly , estimate/upper bound .



① Random variables random variable

common situation : want to measure some quantity
thefÑ on a sample space and answer

questions like :

• Possible values and their probabilities Distribution
• Typical value of the quantity Expected value
• Is the quantity usually close to its
"typical value " ? Variance

Example Flip a fair coin 3 Ames & count the

number of heads

3-⑨µµ .am Possible values Prob"""}

§ distribution3 48
a lot of •tH •

HTT

Throws away f
,
, µ,

2 318
information abt (t.it#t i 318
the outcomes 0 118



Def Suppose 52 is a sample space . A random variable

is a function ✗ : ☐→ R

so for each outcome weR
,
✗ tells

you a number

P( ✗ = a) = P ({ we 5h I ✗ (w) = a})
= probability that X is equal to a

The distribution of ✗ is the function

range (X) → [0, is

a ↳ P (8- a)
that tells us for each possible value of X, the probability
that ✗ is equal to that value.

3.51 - P(✗= 3.5) = PGwi.ws ,Wtf)
Ots P(✗= 0 )= P(Ewa's)" ÷
"

?
" "

-2l→ p(✗ = -2) = Paws})
• I



Example Roll two fair dice and let ✗ = sum of the

two rolls

6 • • • • • ⑨
✗ ( ( 1,4)) = s
✗ (( S, 2)) = >

y

5 • ⑨ • • • •

first
roll 4 • • • • • • Distribution

• 2 1-9 P(✗ = 2) = 1/36
2 • • • • • •?÷ 31-9 PCX - 3) = 2136[ 4 l→ p(✗ = 4)= 3136

I 2 3 4 5 6 •

•

second •

roll 7 to p(✗ = 7) = 6/36

11 :

12 1→P(x= 12) = 1/36
46 -

*
•

•

•

*

•

•

•

,

0 List 's ! t : iii. in



Simple
②
V
Random variables with fancy names

some types of random variables show up so often that
we give them fancy names
To be honest I never remember these names

Actually , technically we name the distributions of
those random variables



④ Bernoulli Distribution

Have a biased coin which is heads with probability p .
Flip it once. Define a random variable ✗ by

f 1 if coin is heads
✗ =L 0 if coin is tails

Distribution of ✗ I wrote ✗ ~ Bernoulli (p)

f p if i =L to summarize this

P(✗ = i) =L ,- p if ⇐o ) situation
This is called the✓ÉdÑcoith parameter p and

parameter p
"

• say * issanoma.me?:iiii:i:m.a..
"

I think it should be called the

Fancy name
, simple concept

comment : How to get a simple concept on math named after you?
It helps to live in the 1600s



Example Roll a fair 6-sided doe . Define a random
variable 8 by

✗ = {
1- if toll is 1 or 2

0 else

✗ is a random variable with Bernoulli(p) dostmbutoon.

Question what is p?

Answer p= Pcxei) = 3- = }
The point If all you care about is X

,
this situation

is indistinguishable from flopping a Coon which is

heads with probability V3



-2.20 Binomial distribution
Have a biased coin which is heads with probability p .
Flip it in tomes . Let ✗ = number of heads.

Example n=3 , p
- 43

• HHH flips are
P(✗= 2) =p (HHT)tP(HTH) + PCTHH) independent

t.kz?--1H--p(H)P(H)PCT)tPCH)PCT)PCH)tPCT)PCtDPCH)
1%-1%1-1 TEH = (1/3) ( Ys) (2/3)+(43×43)(4-5)+(2/3)(b) (B)

•TTT
= 3 (1/3)%(2/3)

Distribution of ✗

P(✗ = K) = EPCW) = (2) pts (tp)
"-k

-WI probability
of each

wet. outcome with K heads
✗ Cw)=K ↳ number of outcomes with K heads

This is called the binomial distribution with parameters n

and p . Written ✗ ~ Bench,p)
Binomial because of (¥) ( "binomial coefficient

")



Example when data is sent over the internet
,
it is

broken up into small chunks called packets.

Each packet is sent separately and usually a few of the
packets fail to reach the intended destination

How many packets successfully reach the destination?

"
memory

- f This is often modelled as a random variable with binomial
less
erasure

distributor Bon Cn
, p) where

channel" I n= A- of packets
p
= probability that a single packet succeeds

what assumptions are we making?

① Success of packets are rudependent of each other ( ! )
② All packets have the same chance of success



③ Joint distributions

Def Suppose She is a sample space and ✗ :I→ B and

Y :D → R are two random variables . The joint distribution
of X and Y is the function

rangeG)✗ rangeG)
→ [o, ,] ←

intersection of
2 events

Ca,b)→ PC×=a and Y- b)

This tells
you,
for each pair of a possible value a of X

and B of F
,
the probability that ✗ =a and Y=b occur

simultaneously

Example Flip a fair coin 3 tonnes . Joint distributor
w ✗ (w) Ylw)

o

"

1HUH 3 s
✗ = It of heads most 2 1

y =
S 1 if 1st flip is µ HTH 2 I 3 0 118

THH 2 0 2 2/8 48
20 if 1st flip is T HTT 1 I I 2/8 48THT O

TTH I 0 0 118 0
TTT O O



④ Marginal distributions

suppose we have 2 random variables and we know
their joint distribution . How do we findt.hedostrfuhon-fxyibf.ws"Marginal distribution for ✗

"

Example suppose we have random variables ✗ and Y
y

l 2 3 → distribution

Joint distributors -20%24%3/12 of ✗

of & Y ! ✗ 0 412 412%2 412

1.S 'In 0 0 11oz

y ,
, ,,, µ,,

Question What is p( ✗ = - 2)? %z31h%Q-
→ distribution

of Y
Answer By the law of total probability ,
P(✗ = 2) = P(X= -2^4=1) + P(✗=-2^9=2) + P(✗= -2^9=3)

= 0 + 1/12 + 2/12 = 3/12 = 1/4



Suppose we have 2 random variables and we know
their joint distribution . How do we findt.hedostrfuhn-fxyibf.ws"Marginal distribution for ✗

"

Prop For any
random variables X and Y

,

P(✗= a) = £ P(✗=a and F- b)
yberangecx]

"

Marginalizing a joint distribution
"

pf Law of total probability



3.20 Independence of random variables

Question Given distribution of ✗ and distributor

0¥ Y, how can you compute the joint distribution
of ✗ and Y?

Answer Trick question ! It depends on the relationship
between X and Y

But there is one situation where this is easy to do

Def Random variables ✗ and Y are independent of
for all a c- range and be range (4) ,

P(x=a and f-b)= PCX⇐a)PCY- b)
↳ Events ✗sa and Y=b are

independent
Intuitive idea : knowing the value of ✗ tells you

nothing new about the value of Y



Example Roll 2 fair dice
✗ = value of 1st roll

Y = value of 2nd roll
2- = sum of the two rolls

Question X and Y Endependent ?
Answer Yes (basically by assumption)

PCX=a and A-b) = % = ÷ .} = Pcxaa)PCY= b)

Question X and Z independent?
Answer No !

P(✗ = 1 and 2-=3) = p(P^roU is I & 2nd roll is 2)
= '

136
P(✗= 1) P(2-= 2) = 116 • (1/36) = 4216 =/ 436

Intuitively , if you know sum is 3, it's more

likely that 1st roll is I



When you have > 2 random variables
Just like events,

Pairwise independence # Mutual independence

Def Random variables X, , Xz, .. . , ☒n are pairwise independent
if for all itj , Xi and Xj are independent

Def Random variables ¥ , , Xz , . . . , 8in are mutually independent
94 for all I c- {1,2, .- , ng and all Sao c- range Csi)>

ie-pcnfxi-a.is) = ¥ePC×i=ao) cc ,ndependont &its

a odentically distributed
"

common abbreviation X
, , Xz, - . . , Xu ared. random variables

means the Xi are mutually independent and all have
the same distribution as each other

Note : "Independent" usually means
"

mutually independent
"



3-30 combining random variables

Given random variables X
, Y it is common to form

a new random variable by combining X and Y in

some way

Eranrple Flip a fair coin 3 tonnes
= # of heads

1 if 1st flip its heads
Y= { o if 1st flip is tails

Define 2- = ✗
2
& Y

w ☒ Cw) Ycw) 2-(w) Question Are X, Y, Z
HMM 3 I 32+1=10
HHT 2 I zzn= s mutually independent?
MTH 2 I 22+1--5
Tash 2 0

240=4 Answer No ! If youHTT I 1 12+1=2

THT I 0 ps 0=1 Know X
,
Y you know Z.

TTH 1 0 12+0=-1 PC8= 3,4=1, E-5)=DTTT 0 0 02+0=0 p(✗=3)P(Y=DP(z=s)=¥•tz•¥
↳ Actually X, Y also not independent



④ Expected value

Question I f-hip a fair coin 3 tomes and pay you
$2 for each HI . How much would you pay me
to play this game?

Answer Any amount less than $1.50 . Why?

Def If ✗ is a random variable
,
the expected value

of ✗
,
written C-(X) , is defined by

G- (x) = £ a. PCx=a)
aerange.CH

Note : Expected value → average . But they are similar

IF you do something with expected value a and you
repeat it many tonnes Condependently) then in the

long run the average of those tomes will be close to a
we'll see this more precisely next week



Def If ✗ is a random variable
,
the expected value

of ×
,
written C-(X) , is defined by

G- (x) = £ a. PCx=a)
aerange.CA

Example Flip a coin 3 tomes . ✗ ± 11¥ of heads
E. (X) = O.PL#=-0)s-1.PCx=-D&2.PCx--2)t3.PCx---3)

= 0 • (1/8) + I • (3/8) + 2. (3/8) t 3. (1/8)
= (346+3)/8 = 12/8 = 1.5

Prop ECX.) = E' ✗ (w) . Pcw] ← Can swim over outcomes
wer instead of over possible

values of ✗
PI ECX)= E'aerangeo.sa.PH -_ at

= E. aerangeci]
a. (£

were.a. ✗ews=aP(w))
= Eaerangecss Ewers .tn ✗cw)=a(¥?

>
Pcw))

= E.wer (✗Cw)
• Pcw))



Example ✗ ~ Bin (n, p) ← coin with p
chance of

heads. Flip it n tonnes
* = # of heads

c-(X) = £at-rangecya.PK/--a)

= É k . p(x=k)
K=0

= Ek . (2) pk . G-pjn
-k

Keo

= ? ?

Enter
,
the hero : Linearity of expectation



⑤ Linearity of Expectation
→

no assumptions about × , , . - , Xu at all !
Thin For a⑨ random variables ✗ , , ✗z , -- , ✗n

Ecxitxzt . .

.tl/n)--E(XD&ECXz3t...+ECXn)p&ECXitXzt.-.tXn)=ECx,+...+Xn) (w) . Pcw)
wear

= £ (x, (w)& . . .tl/nCw)).PCw)
wer

= E' (x,Cw)PGo)& . . . + knew)PCwI)
wear

= ( Ewe.rs/iCw)PCw))+...t(Eiwer8nCw)PCwD--EGD&...tECxn)
The image wand of probability theory.



Expected value of binomial distribution, revisited

Have a coin which is heads with probability p
Flop it n tonnes

✗= # of heads

For 8€11 , 2,3, . . . , n§ define random variables

✗ , = § }
if flip t is H
else \ " indicator

vanoable"

Note : ✗ = ✗ itXzt . - . + Xn

E(8i)= t.pt o.ci -p) - p

C-(F) = E(Xitxzt . . .tl/n)--E(8Dtnn.+ECXn)--n.p
↳ linearity of expectation

cos É K . (2) pkci- p)*
"
=
up

← can also prove this

K-0 by taking derivative of

C.✗+ a-p))


