
Announcements

Regrade requests open until Sunday night
If you lost points becauseyou

selected
the wrong pages for a problem, you
should submit a regrade request

Modsevrester survey still open

Please fill it out if you can



⑧ Goal for today
Two more common distributions

g Geometric distributionsomewhat more complicated← 2 poisson distributionthan Bernoulli or binomial

Derive their basic properties Expected value

variance

why ? Want to build probabilistic models of situations
in science or

'

technology
These distributions are often used as building
blocks or starting points



① Geometric distribution.

Have a biased coin which is heads with probability p
Flip it until you get heads

✗ = # of flips

Example TTTH ✗ = 4

TTTTTTH ✗ = 7

H ✗ = 1

SECH ✓ Ecx)

p = 0.1 p = 0.3



Have a biased coin which is heads with probability p
Flip it until you get heads

✗ = # of flips

Example TTTH ✗ = 4 probability : Ctpctpclpp
TTTTTTH ✗ = 7 probability : G-pB.PH✗ = 1 probability :p

←
infinite !

Distribution of ✗ Possible values : 1,2 , 3,4 , S, - - -
(Aside : What if you neverget heads?)

P(✗ = i) = ( 1-pji
-1

p
→get heads on 0th flip

_↳fool to get heads on first i-1 flips

Thos distribution is called the geometric distribution with
parameter p and we wrote

✗ ~ Geometric (p)



Reminder ✗ - GeometricCp] ⇒ P(x=i) = (1-psi
-'

p

Question what is ET PC✗=i)?
7--1

Answer should be 1 Claw of total probability)
Let's check

E. Pcx - i) = E. ( 1-pj
-1.
p

isl 7=1

=

p Era-psi
-1

0=1
Sum of a geometric series:

=p. a-p⑤
=p ( taps)

Ér" = ¥ for oars ,
WID

-

p
- (f) = I ✓

Lesson working with geometric distributions requires
working with onfinite sums



④ Expected value of geometric distribution

7hm If ✗ ~ Geometric Cp) then ECX)= f- .

pI C- (8) = E i. PCx=i)
9=1

= £ i.a-pj
-'

p a- requires a trick to compute
021 (can also use calculus)

C-(X) = t.pt 2- (tp) .pt 3.Clip)Z .pt . . .
- (c-PJECX) = - O - t.cl - p) . p - 2. G-pp .

p
-

• • •

ECX) - a-p)E(8) = p
+ cl-plptci-pt.2.pt . . .

= £ Ci-pji
-'

•

p ='→ from prov. slide9=1

⇒ Ect) - a- p)E(D= 1
⇒ Ecx) = Yci-a-p)) = pt

warning can only manipulate infinite series like this
when they are absolutely convergent. (see math1A)



7hm If ✗ ~ Geometric Cp) then ECX)= f- .

Example I roll a fair 6-sided doe until I get a G.
If it takes n rolls, I pay you $n

Qwestooh How much are you willing to pay to play
this game with me?

Answer Let Y - # of rolls
Y ~ Geometric (p) where p= 'T

G-(y) = 1/(1/6) = 6

You should pay up
to $6



④ Example : Coupon Collector's Problem

n types of Pokémon equally likely
Each day you catch a random Pokémon

]
• "" Pokémon

• Which Pokémon

you catch each

How many days before you←É? day are independent

↳ i.e. at least 1 of all ntypes

6 days
Day 1 Day2 Day 3 Dayt Days Days

Define ✗ = # of days until you have one of each type
what is EG) ?

Seems hard.

Linearity of expectation to the rescue!



Define ✗ = # of days until you have one of each type
what is C- (X) ?

Define new random variables
X
,
= # of days to get 1 type of Pokémon

✗z = # of days after getting 1 type until we { cleverget a 2nd type
:

✗n= # of days after getting Cnn) types)
"""

until we get an n types
Note : ✗ = ✗ , +✗ zt . . . +✗n

Example ✗ it
✗2=2

Day 1 Day2 Day 3 Dayt Days Days
✗3=3

✓-- ✗ = 1+2+3=6



✗ = 1¥ of days until we get all in types
For i= 1,2, . . . in Xi = # of days after we have T- l types

until we have i types
Note : ✗ = ✗ it Xzt . . - +Xu

ECX) = EG , tszt . . . + 8D = C-(✗1) &E(Xz)t . . - tE(✗a)
= In + IT +⇐ +

.- .tn#niJ
Upshot : it takes = n EE , .÷

Ocnlogcn)) days I n ( Iucn) + y)_ gazer -Mascherano
constant

I 0 . 5772

What is Ecxi)?
Have it types ⇒ chance of getting on in type

each day is ( h- "7-# of types
→ you don't yet

total # of types have

Distribution of Xi : Geometric ( n ')

⇒ E(✗i)=¥ñ



⑤ Variance of geometric distribution

Them If ✗ ~ Geometroccp) then Vara)=1-¥
pI Varcx)= C- ( x2) -E④→ (f)2
E(✗2) = £ iZP(✗ =i) → " law of the unconscious statostrctan"

i-4 (sum over values i of ✗ and use PCH)
= [% IZ G -PI

"

pig requires another trick

C- (☒2) = t.pt 4. Ci- psp + 9. (1- pÑp & . . -
- G-p)E(✗2) = - O - 1. a-plop - t.cl-pi - p - . . .

=

t.pt 3.(1-p)- p 1- S - G-pi -p -1 . . .
w w w

2- I - I 2-2-1 2-3-1

A

= £ ( iz - Ci - 1)2) • (Kp)
"-1.
p
= ☒ Czi- 1) Ci - p)"p

0=1 1 I f- I

=j2 - (iz-20 +1) = 20 - I
⇒ c- (x2) - (1-p> c-(x2) = E. Gi-1) cvpji

-'

pi =L



Them If ✗ ~ Geometroccp) then Vara)=1-¥
pP=(continued) var (X) = E ( X2) - c-(xD = 2,2¥ - ¥

Have : c-(x2) - ( 1-p)E(✗2) = ☒ czi- 1) e , -pji-É¥=
F- I

= 2§?iG-p)"p - Ici -p)"p
WE x

= 2 (Lp) - I = 2-pP-
⇒ Elst) - a- p)EGz)=2→ps
⇒ Else)(1- (tp)) = ¥
⇒ C- (x2) = 2¥ • ¥→, = 2T¥
Comment sometimes to prove thongs, you need to get your hands dirty



② Poisson distribution
Poisson =/ Poison D- us. ⑤

d can be any positive
real number

Def A random v@riabteXh.as the Poisson distribution
with parameter ④ if the distribution of ✗ is

✗k

P(✗ =k)= g. e-
> for k= 0,42 , - . .

we wrote ✗ ~ Poisson (d) to indicate this

Comment Bernoulli Flip a biased coon . 1 if heads

0 of tails

Each one has
a natural § Binomial Flip a biased coin in tomes &

model . count * of heads
what about

Poisson? Geometric flip a biased coin until you get Heads
count # of flips

Poisson ? ?



④ Intuitive meaning of Poisson distribution

Poisson distribution : P(✗ = K) = ¥-1, é> for K= 0,112> - --

or other
unit of timeIntuitive meaning 2

Some event occurs at a constant rate of . A tomes permanente
# of tonnes of occurs on any

2 I e T C ] I
disjoint intervals are independent ↳ independent

& same rate

✗ = # of tonnes event occurs in 1 minute
empirical
1 questionwhat random variables have Poisson distribution?

① Number of mutations on the DNA 2
Are these really
Poisson distributions?

of a cell in 1 year
② Number of requests to a saver per day g

Maybe not, but it can be
a good model of both

3ONwmberofraindropsinad.ae#-→ Not Poisson distribution.
Events not independent.



A cool example
sometimes, cosmic rays pass through your computer
when they do, they can cause a bit stored in
RAM to flip from 0 to 1 or i to 0

This is a real problem!

How
many bits do we expect to flip this way per year?

Can model this using a Poisson distribution



Poisson distribution : P(✗ = K) = ¥-1, é> for k=0> 1,2> - --

Uses of the Poisson distribution

Use # 1 : Model various naturally occurring situations
on sentence, technology , etc Especially rare events

Use 11--2 : Approximation to the binomial distribution

suppose ✗ ~ Bincn, p)

npz small ⇒ distribution of ✗ = PoissonCup)
in

One formalization of this : expected value
of ✗

Them For a =L ,2,3, . . . let ✗n~ Bon(n, ⇒
Then for any

KEN
Lom P(xw=k)= ¥1

.

e-" ← will prove in a
n→x few slides



Calculating things about the Poisson distribution

suppose ✗ n Poisson(d)
What are ECX) and Var (*)

warm-up §=oP(✗=k) = I

pI ÉPCx=k) = É "
k

Keo KT
e-
+

KEO

= e-
'Éo*=é

= e-t.es = e-
*✗

= e° = I

comment Taylor series for et :
no

e- = Ei ±
neo

n !

Lesson : When working with Poisson distribution, useful
to know thongs about ex



Thus If ✗ - Poisson(d) then E(X)=#
↳ expected # of events per unit
time = rate of occurrences

pI E = É k .P(✗=k)
Keo

= Er . :&
.

e-> = e-'£÷k.d = e-✗cxei)Rio
•

= ✗e-til

consider e.
✗
= E. 2¥ = ✗ e°

no
= y

das, et = ¥ E. ¥!
e. = £?dq(¥:) = Ek .%÷ (when ✗⇒ o)

R=o

⇒ ✗e- = ✗ E. a :÷=Éa÷
.

Plug on ☒=t de
'
= Ek . ÷

.

K=o



Thm If ✗ ~ Poisson (d) then vary)=①→
same as C-(X)

pI Uar (☒) = E(x2) -E('=*= (dates) - = A

Ecxz) = E K2 Park) = E k
-¥ e-> =éx÷

fezo
K-O

K=o

= e-"cries + yet)
et = E. IF ⇒ ¥e× = Is. I :& = a- + a

k=0

= § a.Ck- 1)¥?
"

Cwhen ✗ 1=0)
K= 0

= Éñ"÷ - EK.AE?k--0
⇒ ✗Ze> = Éñ÷? - = ka# -

✗et
Keo

k?
= ✗e

"

Plugin ✗ = I tied = Ékz¥
.

- dei
R=0

Comment common way to check if Poisson distribution is a
good model for a situation : check mean = variance



What does Poisson(d) look like?

✓ C-(X)

SECH

anyone
) xx)

I

=3 8=5 ✗ = 20

As +→ no
, approaches normal distribution N

Later we will see thos is explained by the following fact

-1hm If ✗~ Poisson(d) and Yn Poisson (a) are independent
then ✗+Y ~ Poisson (Atm)



-1hm If ✗~ Poisson(d) and Yn Poisson (a) are independent
then ✗+Y ~ Poisson (dtu)

pI let KERN .

Need to show P(✗+ ✗ = K) = c¥÷ke- Atm]
k

PCxtY=k) = E' P(x=i and A- K-T) law of total probability
920

= &pG=i)P(Y=k -i] independence
9=0

=÷i÷÷e→÷÷.e"
= e-

C>+m) & ¥£# dink
-i

7=0

= K ! e-Cbtouigk K!

i=oi! (ki) !
Hink - i

= K ! e- Atm) (✗ +ujk ✓



Then For a =L ,2,3, . . . let ✗n~ Bon(n, ⇒
Then for any

KEN
lom P(Xw=k)= ¥, e-d
n→x

Intuition Poisson (d)

l l l l l l l l I expected number of events : a

① Divide into n parts

② Approximate by flipping a biased coin to decide of
the event happens on each part

③ Expected number of events in each part : In
↳ Bin (n, %) . As n→x

, approximation gets better



Then For a
__ 1,2,} . . . let ✗n~Bon(n, ⇒

Then for any
KEN
lom P(xw=k)=e→
n→x

PI PCXn=k)= (2) (2)k( 1-E)
"- k

= n.cn-is . - - in- K) I. ( 1-E)
"

( 1-%)
- k

k ! nk

= ( n.cn
-n - - a-KI)( 1-¥54 - E)" =L÷e⇒nk
---

n s
dimh-n.n-i-n.n.tn#--l-i.--.1eom(l-dnY--e-Ynnsro

= 1 n→x

%:(1-E)
"
= (1-0)

-k

= I



③ Summary
Bernoulli ✗~ Bernoulli (p) ECX)=p

Varcx)=pCl - p)

Bonomoal X~Bincn.pl C- (*)=np
Vara)=npCl-p)

Geometric ✗ ~ GeometricCp) ECX)=p±
Vara)=¥p

Poisson ✗ ~ Poisson (d) E(✗)=d
Varcx)=x


